Image retrieval with missing regions by reconstructing and concatenating content and semantic features
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Abstract— **In recent years, the performance of deep neural networks in improving the image retrieval process has been remarkable. Utilizing deep neural networks; however, leads to poor results in retrieving images with missing regions. The operators’ dysfunctions, who consider the relationship between the image pixels, statistically extract incomplete information from an image, which in turn reduces the number of image features and or leads to features' inaccurate identification. An attempt has been made to eliminate the problem of missing image information through image inpainting techniques; therefore, a content-based image retrieval method is proposed for images with missing regions. In this method, through image inpainting the crucial missing information is reconstructed. The image dataset is being queried to find similar samples. For this purpose, a two-stage inpainting framework based on encoder-decoder is used in the image retrieval system. Also, the features of each image are extracted from the integration and concatenating of content and semantic features. Through using handcraft features such as color and texture image content information is extracted from the Resnet-50 deep neural network. Finally, similar images are retrieved based on the minimum Euclidean distance. The performance of the image retrieval model with missing regions is evaluated with the average precision criterion on the Paris 6K datasets. The best retrieval results are 60.11%, 50.14%, and 42.43% for retrieving the top one, five, and ten samples after reconstructing the image with the most missing regions with a destruction frequency of 6 Hz, respectively.**
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# Introduction

Image retrieval, an extension of image classification, is a method of structuring samples of a large dataset of unstructured nature. The classification subject defined in a set with a limited number of predetermined classes. On the other hand, in image retrieval, the limitation of the number of image classes and the need for the image class label is eliminated. Thus, it is easily possible to add new samples to the dataset without considering the mentioned limitations. Therefore, image retrieval drew the attention of researchers in a wide range of application fields. The content-based image retrieval systems attempt to retrieve images with the highest degree of similarities to the user's query image. To meet this end, extracting descriptive features of the query image, and all database images is of prime importance. The extracted feature vector is exploited as a basis for comparison to retrieving similar images. It is necessary to extract the content and semantic features of the image in a way that provides an effective and efficient description of the image. In this regard, the efficiency of deep neural networks in extracting image features has made these networks an effective solution in today's image retrieval systems [1], [2]. However, in the process of querying images with missing regions, the performance of the image retrieval system is severely affected [3]. A mechanism that can effectively reconstruct the images with missing regions leads to improve retrieval results. This is possible with image inpainting techniques.

The content-based image retrieval system is composed of feature extraction and similarity measurement. In the first step, the features of the image are extracted and form the feature vector. In the second step, similarity measurement implemented to retrieve samples similar to the query image. Content features often extracted from the image color, texture, and shape. Color feature extraction using color histogram widely utilized in content-based image retrieval systems due to its simplicity and stability with respect to rotation and scale change. Since the histogram lacks spatial information on color distribution, other improved methods such as the histogram of triangles [4] and spatial color histogram [5] received attention. Also, color’s Auto-correlogram [6], and color coherence vector [7] are among other methods of extracting color features to retrieve images. In color's Auto-correlogram technique, correlation and spatial distribution of colors are considered color features. These features are calculated based on the distance of the same colors in the pixels of the image. Texture feature extraction is often accomplished using gray level co-occurrence matrix (GLCM) [8], local binary pattern [9], and Gabor filter [10]. Gray level co-occurrence matrix and local binary pattern (LBP) are texture analysis statistical methods. The distinguishing power and simplicity of calculations are the characteristics of these two approaches. Gabor wavelet transformation is also an effective method for extracting texture features in the form of primary patterns analysis due to the possibility of examining image texture at different scales and angles. Integrating low-level features in the image and the extraction of mid-level features for improving the results of content-based image retrieval have also been studied in this method [11]. However, describing the semantic features of the image with the help of low-level features is considered a shortcoming of these approaches in retrieving similar samples.

The use of convolutional neural networks to extract high-level features or semantic content of the image is recently in use [12][13]. Utilizing the convolution layers for image semantics interpretation is affected by applying the filter to the whole image. There are two categories in implementing the deep neural networks approach to image retrieval: Models based on Re-train neural networks or fine-tuning and pre-trained models. Neural networks performance in network retraining models significantly depends on the training samples. Producing several samples necessary for training is one of the challenges of this approach. Pre-trained neural networks are pre-trained with a large set of data. Image features extracted from different convolutional layers of the network are improved, thus providing a better semantic interpretation of the image than low-level features [13]. Image semantic interpretation with the help of convolution layers is affected by applying the filter on the whole image. Therefore, changes such as luminance, noise, and missing regions in the image can affect the number and accuracy of the extracted features. Some of the pre-trained networks implemented in image retrieval are AlexNet [14], VGG [15], GoogLeNet [16], and ResNet [17]. For example, in [18], image features are extracted using two networks, VGG-19 and GoogleNet. Integrating the features of two networks and then reducing the dimensions of the feature vector is suggested in this method. In [19] first, the high-level features are extracted using the ResNet network, and then the re-ranking and improvement of the initial retrieval results are performed using the content features. Since an image includes concepts and physical features such as color, texture, shape, and semantic concepts, integrating content and semantic features allows to describe the image more precisely. Combining handcraft features with high-level features has also been considered to enhance the desired features in retrieving specific images in [20, 21]. In [20], a combination of high-level features using convolutional neural networks and wavelet transform space is used to extract texture features to retrieve texture images. In the method [21], to reduce the semantic gap between the description of image features and the way humans understand its semantics, the pre-trained AlexNet network features and its integration with handcraft features are utilized. Despite the acceptable performance of convolutional neural networks, extracting semantic features from an image with missing regions is challenging. As mentioned earlier, applying the filter to the invalid space caused by pixels and missing regions of the image either reduces the number of features or extracts invalid features. As a result, the performance of the image retrieval system decreases [22]. One way to deal with this matter is the imputation approach, which aims to replace missing values ​​with reasonable values ​​[23]. Image inpainting is one of these methods [22].

Image inpainting involves correcting the missing region of an image or video so that it is not visually noticeable. In digital terms, this process is known as inpainting, which reconstruct the missing parts of the image [24]. This technique is used to modify, edit, encode, and transfer the image [25]. Image inpainting techniques are divided into traditional and conventional categories based on how they work. Diffusion-based and path-based methods are traditional techniques [26]. In diffusion-based models, pixel information is spread around the missing region in the image. This process is often accompanied by exemplar-based texture synthesis or exemplar-based structure synthesis [27] around the missing region. In these methods, the statistical information of patterns is used due to the fixed distribution of missing regions and known parts of the image. This method is usually modeled with Markov Random Fields (MRF) [28]. Diffusion-based methods are limited only to the affected regions. The larger the destructed parts, the lesser useful information is generated in its center. This method lacks a high-level semantic understanding of the image. Because of this, the results of image inpainting may lead to apparent inconsistencies in the image context. In patch-based methods, the visible regions of the image are queried to match the destructed part and copied to it [29]. In these methods, the best matching patch is queried for the target region in the image. After finding the most similar part, the pixel values are copied from the source area and overwritten to the target one. The choice of different patch matching criteria, patch size, and the order of filling the missing region influence the results of image inpainting. For this reason, the main challenge of completing missing regions in images is maintaining visual coherence throughout the image.

Modern image inpainting approaches function primarily based on Generative Adversarial Networks [30–33] and convolutional neural networks [34–36]. These methods can inpaint different sizes of missing regions in the image and achieve acceptable results. The visual and semantic features for reconstructing the damaged regions of the image are considered the strength of deep learning-based approaches. For example, in the method [32], considering the challenges of adversarial generator networks in producing high-resolution images and precise texture details, the architecture with multiple generator networks is proposed. The four generative and discriminative networks operate progressively. Primary generators improve the consistency of the overall image structure. The last generators also enhance the image's details, accuracy, and resolution. Also, using a loss function based on the local binary pattern algorithm minimizes the difference between the generated textures and the original sample. The method [30] considers the multi-stage progressive reconstruction of Coarse to fine. A controller filter of changes has been used in each step to avoid the negative effect of image inpainting. The image Saliency region has been suggested as a detail reconstruction controller. Although deep generative models can produce visually acceptable structures and textures, these models cannot produce diverse results for each input. For this reason, in the method [34], a framework based on the convolutional neural network has been introduced to inpaint the image in two consecutive steps in coarse to fine form. At first, the inpainting process is formulated as a regression case. A U-Net convolutional neural network is applied to draw the input to an overall image. Next, pixel matching based on the K-nearest neighbor is utilized for drawing the overall output to the high-quality one with more precise details. By inserting the missing information from different training samples, the second step has made the content of the new inpainted image to be of high quality.

A content-based image retrieval model for images with missing regions is introduced in this article. Since the missing regions of the image affect image pixels connection and feature extraction, the image reconstruction mechanism before retrieval is considered. The coarse-to-fine two-stage framework based on the encoder-decoder architecture for retrieving the information of the query image is included in the proposed image retrieval model. Also, integrating the image content and semantic features form a feature vector describing that image. The similarity measurement of the query image and the dataset images is also performed based on the Euclidean distance of the feature vector. This article organizes as follows. In section 2, the proposed method is described. In section 3, the implementation and evaluation results are examined. Section 4 is devoted to the conclusion of the research.

# Image reconstruction and retrieval

Fig 1. shows the flowchart of the proposed content-based image retrieval system for the query image with missing regions. First, a two-stage coarse-to-fine architecture is applied to reconstruct the image with missing regions. Then, in the retrieval section of similar images, the semantic features of are extracted using the pre-trained neural network Resnet-50. Content features also include color and texture. The second part includes image features. Concatenating the content and semantic of the final feature vector forms the query image. In a similar way, the feature vector for all the dataset images is extracted, and a database of image feature vectors is created. The similarity measurement between the query image feature vector and the database images feature vectors is performed based on the Euclidean distance. In this way, images with the highest degree of similarity to the query image are retrieved.

|  |
| --- |
|  |
| Fig 1. Flowchart of the proposed image retrieval method with missing regions |

* **Feature extraction using deep neural network ResNet-50**

ResNet-50 neural network consists of convolution layers, pooling layers, and Skip connection. This network introduces image classification [17]. Deep neural networks extract different features from the image in each network layer by applying disparate filters through convolution layers. Therefore, more layers are added to neural networks to extract more complex content and semantic features.

|  |
| --- |
|  |
| Fig 2. Skip connection block architecture in Resnet-50 network |

But with the increase of convolution layers, network training is affected by learning parameters and vanishing gradient issues, which consequently reduces network performance. To eliminate these disadvantages, layering process with zero padding or convolution layer method with dimensions 1×1 is utilized to reduce input dimensions. Fig 2 shows a block with residual connections. This shortcut connection crosses one or more layers and connects it to the further one. Therefore, it is possible to add up to 150 more layers to the ResNet-50 network. Because of the extra connection, the value of the previous layer is also observed. Since the output of the convolution layers has different dimensions along the network, the value of that adds the shortcut from the previous layers to possibly creates different dimensions. To eliminate these disadvantages, a layering process with zero padding or a convolution layer method with 1×1 dimension is utilized to reduce input dimensions. The penultimate layer output with 2048 features is used as a feature vector describing the semantic information of the image in the proposed method.

* **Features of color and texture**

Autocorrelation is utilized to extract the image color feature. The Gabor filter is performed to calculate the image texture features. Automatic image correlation is one of the techniques in which spatial information is concatenated with color histograms to extract image color features [37]. Autocorrelation in image shows the probability that pixel at distance from pixel has the same color as . This information, which is a concatenation of color information and spatial information in the image, can be calculated for different distances.

|  |  |
| --- | --- |
| (1) |  |

Gabor wavelet transform is used as a linear filter to analyze the image texture. This filter decomposes the image in different scales and angles. The ability to describe local frequencies and extract texture features based on energy distribution is attributed to this transformation. Each wavelet absorbs energy at a specific frequency and direction. A two-dimensional Gabor wavelet in a modulated Gaussian kernel form integrates with a sinusoidal function. This filter is represented by equation 2, which includes a real and an imaginary part. In this equation, and are the standard deviation, and specify the scale and direction, respectively.

|  |  |
| --- | --- |
| (2) |  |

* **Image reconstruction with a two-stage coarse-to-fine framework**

The architecture of the two-stage coarse-to-fine framework for reconstructing and inpainting the information on the missing regions of the image includes two stages [38]. In the first step, regional convolution layers performed to identify local features and divisions of different regions. In this way, instead of using the same filter, disparate regional convolution filters are used to deduce the semantic contents of the image from the existing regions, which in turn can help reconstruct and retrieve an overview of missing regions. Then, a non-local operation is employed to model the correlation among different regions globally.

|  |
| --- |
|  |
| Fig 3. Encoder-decoder architecture for image reconstruction with missing regions [38] |

The second step is to study the visual compatibility between the missing and the existing regions. Finally, regional convolutions and non-local correlation are integrated with a coarse-to-fine framework so that the images appear semantically and visually real. Fig 3 shows an overview of this network that includes an encoder-decoder.

In this two-stage architecture, the input image with a binary mask integrates with the dot multiplication operator . The result of this operation is the image with missing regions . Image is the input of encoder to retrieve semantic features using regional convolutions. A decoder, denoted by G, is also included in the first part of the image inpainting architecture to retrieve the semantic concepts of different regions and predict an overall estimate of the image. The estimated image from the first step is named The output of the first step is a composite image presented as equation 3:

|  |  |
| --- | --- |
| (3) |  |

The combined image of the first stage is given to the encoder of the second stage . The output of the second stage the decoder, denoted by , and named is also an estimated image. Finally, the reconstructed output image of the second stage, which is very similar to the original one presented in equation 4, is the result of two stages of the reconstruction process.

|  |  |
| --- | --- |
| (4) |  |

Since applying the identical convolution filters to the entire image not only makes retrieving semantic features challenging in different parts but also the result leads to visual artifacts such as variegation and opacity, regional convolutions are exploited. As a result, the decoder can separately retrieve the content of different regions utilizing different convolution filters. Equation 5 defines Regional convolutions in each position.

|  |  |
| --- | --- |
| (5) |  |

In this equation, and are the weights of convolution filters in terms of region for existing and lost area. and also refer to bias. is the convolution window’s feature that belongs to the entire feature map. Therefore, different convolution filters, which are suitable for displaying and describing regional features, defined for the image different parts.

The following loss functions are exploited to treat learning in the two-stage encoder-decoder architecture. They are defined in equations 6, 7, and 8, respectively. The reconstruction loss defined in equation 6 is implemented to compare the predicted images in two steps, including the available and missing regions, concerning the original image at the pixel level.

|  |  |
| --- | --- |
| (6) |  |

Correlation loss compares the relationship between local patches in maintaining semantic and visual consistency between missing and available regions. This loss function can help determine the expected non-local operation. For the combined image resulting from the first stage of reconstruction the correlation loss is defined based on as equation 7.

|  |  |
| --- | --- |
| (7) |  |

In this equation, represents the normalization coefficient based on position. Correlation loss makes the model create images with semantic details very close to the real one.

Although the correlation error retrieves more details, it still cannot prevent visual artifacts in unstable generated models. Therefore, to provide better results and to improve the images more perceptually, a style loss function is also considered. How to calculate the style loss function is given in equation 8. For this purpose, the integrated image feature map extracted from the layer of the pre-trained VGG-16 network is utilized. This feature map denoted by in equation 6. Also, shows the normalization coefficient for the layer. Style loss focuses on the relationship between different channels for style transfer for the second-stage combined image.

|  |  |
| --- | --- |
| (8) |  |

Finally, the overall loss function is obtained by summing up the reconstruction loss, correlation and style presented in equation 9.

|  |  |
| --- | --- |
| (9) |  |

* **Fusioning of content and semantic features**

Information concatenation at the feature level brings about the integration of multi-source information that can lead to its greater exploitation. The concatenation of features extracted from the image is exploited to improve the feature vector and to increase the efficiency of the proposed image retrieval system.

The final feature vector which shows with in equation 10 for each image is formed by concatenating semantic and deep features with content features including color and image texture extracted by resnet-50 deep neural network denoted by .

|  |  |
| --- | --- |
| (10) |  |

After concatenating the image semantic and content features and forming the feature vector, the similarity measurement between the query image and the dataset images is carried out by calculating the Euclidean distance. How to calculate the feature vector distance of the query image and dataset images is presented in equation 11. In this equation, refers to the query image and refers to an image from the dataset. After calculating the distance for all images in the dataset, the values are sorted in descending order. Finally, images with the highest degree of similarity to the user's query image are retrieved.

|  |  |
| --- | --- |
| (11) |  |

# Evaluation of the result

The proposed image retrieval' model concentrating on image reconstruction with missing regions and retrieving similar images evaluated in this section. Its performance was assessed on Paris 6K dataset [39]. This dataset contains 6412 images with dimensions of 1024x768 in JPEG format and 12 classes. Fig 4 shows sample images of the Paris 6K datasets.

|  |
| --- |
|  |
| Fig 4. Sample images of Paris 6K dataset |

Binary masks are made using fringe pattern with different frequencies. Equation 12 presents the calculation method, where is the wavelength and is the separation between the plane and the slots. is the distance between the slots. The purpose of using this mask is to establish uniformity of destruction in the entire image using regular patterns of distributed destruction. Increasing the frequency in the fringe mask leads to decreasing the distance between the mask lines and a change in the image destruction model. An example of established masks and the results of image reconstruction with the adversarial generator network for a sample image from the dataset are shown in Fig 5. Table 1 shows the qualitative results of image reconstruction with missing regions for 300 images from the dataset. The values of the image quality evaluation criteria in table 1 represent the quality of the reconstructed image compared to the original one in the form of average along with the standard deviation as ±.

|  |  |
| --- | --- |
| (12) |  |

First, a binary mask is applied to an original image to produce a corrupt image for querying in the image retrieval model. Second, queried distorted image reconstructed with the help of an adversarial generative network meanwhile, its performance evaluated with image quality assessment criteria such as structural similarity index measure SSIM [40], Feature similarity image matrix FSIM [41], and peak signal-to-noise ratio PSNR. The SSIM criterion used to measure the similarity of two images based on the three components of Luminance, contrast and structure. The calculation method of the SSIM criterion is provided in equation 13, where is the query image and is the retrieved image. , and are the average, and are the variance, and is the covariance of and . C1, C2, *and C3* are numerical constants.

|  |  |
| --- | --- |
| (13) |  |

By calculating the Gradient and phase matching using the Fourier correlation in the image, the FSIM features are another evaluating feature of the two images' similarity. Using this criterion to estimate image

quality makes it close to the way of image perception in the human visual system. emphasizes the characteristics of the image in the frequency domain, and refers to the changes in the direction of image intensity or color. Equation 14 and 15 shows the calculation of and . Equation 16 shows the calculation method of this criterion. In this equation and are used to adjust the importance of .

|  |  |
| --- | --- |
| (14) |  |
| (15) |  |
| (16) |  |

The process of retrieving similar images from the dataset for the reconstructed image is performed by extracting and concatenating the image content and semantic features. The similarity measurement between the query image feature vector and the dataset image is fulfilled by calculating the Euclidean distance.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Fringe Pattern (Variable Frequency) | 0.5 Hz | 1Hz | 1.5 Hz | 2 Hz | 3 Hz | 4 Hz | 5 Hz | 6 Hz |
| Mask |  |  |  |  |  |  |  |  |
| Image with Missing region |  |  |  |  |  |  |  |  |
| Inpainted  Image |  |  |  |  |  |  |  |  |
| Fig 5. samples of binary masks with variable frequency fringe pattern and image reconstruction results | | | | | | | | |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1: Results of qualitative evaluation of image inpainting with encoder-decoder architecture | | | | | | | | |
| Fringe Pattern (Variable Frequency) | 0.5 Hz | 1 Hz | 1.5 Hz | 2 Hz | 3 Hz | 4 Hz | 5 Hz | 6 Hz |
| SSIM | 0.68±0.04 | 0.70±0.07 | 0.70±0.10 | 0.66±0.11 | 0.70±0.21 | 0.65±0.33 | 0.58±0.20 | 0.52±0.35 |
| FSIM | 0.72±0.04 | 0.75±0.04 | 0.78±0.06 | 0.71±0.21 | 0.77±0.31 | 0.71±0.21 | 0.63±0.47 | 0.61±0.26 |
| PSNR | 24.21±3.41 | 23.43± 3.43 | 24.31± 4.01 | 23.30± 3.82 | 23.38±4.11 | 24.51±4.32 | 24.27±4.41 | 23.81±4.7 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Query | Image retrieval results from left to right | | | | | | | | | | |
| Orginal |  |  |  |  |  |  |  |  |  |  |  |
| Distorted |  |  |  |  |  |  |  |  |  |  |  |
| Inpainted |  |  |  |  |  |  |  |  |  |  |  |
| Fig 6, sample of image retrieval results in the proposed system for the original, destructed, and reconstructed images | | | | | | | | | | | | |

To study the image retrieval results after reconstructing and inpainting the image with the missing regions, the dataset evaluation processes with the average precision criterion for 1, 5 and 10 top retrieval samples. The calculation precision criterion is the ratio of retrieved correct samples to the sum of correct samples and retrieved incorrect samples in a query. The calculating method of the average precision is provided in equation 17, where refers to the number of retrieved correct samples and refers to the number of retrieved incorrect samples.

|  |  |
| --- | --- |
| (17) |  |

Samples of the retrieval results of a query image are shown in Fig 6. At first, the query image, which has been distorted by applying a mask with an average amount, is reconstructed. It is then fed into the image retrieval system to query for similar samples. The retrieved samples for the image with missing regions in the second row of Fig6 show no relevant sample to the query image among the ten retrieved images. This number for the reconstructed image shown in the third row of Fig 6 includes eight similar images out of ten retrieved ones. Table 2 presents the results of the

dataset evaluation with the average precision criterion for the 1, 5 and 10 top retrieval samples.

The feature vector extracted from the four pre-trained networks VGG-16, VGG-19, Resnet-50, MobileNet, and the combination of handcraft features are the basis of comparison. The results show that ResNet-50 deep neural network outperformed compared with other networks. The average precision for retrieving similar images after image reconstruction, with the highest image destructive frequency of 6HZ equals to 60.11%, 50.14%, and 42.43% for the first, the top five, and top 10 retrieved samples, respectively, meanwhile, the retrieval results after image reconstruction with the lowest destructive frequency of 0.5Hz equal to 92.7%, 85.7%, 79.31% for the first, the top five, and the top ten retrieved samples, respectively.

# Conclution

In the present paper, a content-based image retrieval model was introduced for retrieving images with missing regions by the help of reconstructing and concatenating their content and semantic features. In this model, prior to retrieval, the image with the

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Table 2: The average precision results for retrieving the top 1, 5, and 10 samples | | | | |
| Network | Fringe pattern  (Variable Frequency) | Average Precision (Top 1) | Average Precision (Top 5) | Average Precision (Top 10) |
| VGG-16 [15] | 6 Hz | 55.83±1.1 | 43.49±2.1 | 36.31±2.6 |
| 5 Hz | 60.83±1.4 | **56.21±1.9** | 42.28±2.3 |
| 4 Hz | **71.16±0.8** | 66.47±1.2 | 60.34±1.9 |
| 3 Hz | 71.13±0.6 | 70.23±2.1 | 62.31±2.9 |
| 2 Hz | 80±1.3 | 71.11±1.4 | 65.81±1.8 |
| 1.5 Hz | **76.66±1.6** | 72.71±2.2 | 70.32±3.1 |
| 1 Hz | 82.51±1.7 | 72.32±2.4 | 68.2±2.7 |
| 0.5 Hz | 87.33±1.6 | 83.21±2.6 | 78.04±1.9 |
| VGG-19 [15] | 6 Hz | 56.21±1.7 | 45.32±2.3 | 34.11±2.5 |
| 5 Hz | 60.53±1.4 | 55.4±1.3 | 45.78±2.1 |
| 4 Hz | 65.23±1.0 | 64.47±1.5 | 61.3±2.3 |
| 3 Hz | 72.55±1.2 | **72.36±2.4** | **64.87±3.1** |
| 2 Hz | 78.6±1.9 | **72.39±1.3** | 63.01±3.3 |
| 1.5 Hz | 70.69±2.1 | 74.71±2.4 | 68.45±3.1 |
| 1 Hz | 80.43±2.2 | 75.2±2.0 | 71.23±2.7 |
| 0.5 Hz | 89.41±2.0 | 82.31±2.6 | 76.32±2.4 |
| ResNet-50 [17] | 6 Hz | **60.11±0.9** | **50.14±1.2** | **42.43±2.4** |
| 5 Hz | **62.63±1.1** | 54.37±1.6 | **48.71±2.1** |
| 4 Hz | 70.55±1.3 | **72.7±0.9** | **65.83±1.7** |
| 3 Hz | **75.65±1.0** | 67.89±1.3 | 64.39±1.3 |
| 2 Hz | **82.71±0.8** | 69.54±1.4 | **68.9±2.6** |
| 1.5 Hz | 72.34±0.4 | **79.52±1.7** | **71.44±2.8** |
| 1 Hz | **83.4±1.9** | **76.58±2.3** | **75.01±2.1** |
| 0.5 Hz | **92.7±2.3** | **85.7±1.8** | **79.31±3.0** |
| Mobilenet [20] | 6 Hz | 50.44±1.2 | 40.43±2.4 | 30.07±3.1 |
| 5 Hz | 55.89±1.4 | 52.81±1.7 | 32.44±3.4 |
| 4 Hz | 67.31±2.2 | 58.34±2.2 | 46.74±2.7 |
| 3 Hz | 64.63±0.7 | 63.91±2.0 | 50.37±2.2 |
| 2 Hz | 76.71±1.6 | 61.62±2.6 | 52.93±2.5 |
| 1.5 Hz | 66.32±2.3 | 69.03±1.7 | 59.65±2.8 |
| 1 Hz | 78.22±0.8 | 66.33±2.2 | 64.54±3.1 |
| 0.5 Hz | 86.21±1.7 | 72.65±2.3 | 68.61±2.6 |

missing regions is reconstructed. Due to the enhancement of the extracted features from the reconstructed image, the retrieval results are improving efficiently. The image reconstruction stage fulfilled using an encoder-decoder framework with a coarse-to-fine architecture. The two-stage reconstructing the image missing regions retrieve images without losing their original information. A content-based image retrieval hybrid model is also exploited to retrieve the relevant images from the dataset. The results of concatenating the image content and semantic features form the feature vector that makes it possible to describe the image more precisely. In the proposed image retrieval model, a Pre-trained network performed in both image reconstruction and retrieval stages. The proposed model performance was investigated considering the changes in the destructive frequency in the query image, and the reconstructed retrieval results. The results show that retrieving images relevant to query one associated with the highest destructive frequency is 60.11%, 50.14%, and 42.43% for the first, the 5 top, and 10 top samples, respectively. Meanwhile, the image retrieval results after reconstruction with the lowest destructive frequency are 92.7%, 85.7%, and 79.31% for the first, the top five, and the top ten retrieval samples, respectively.
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